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Summary

Densely populated areas are increasingly filled with vulnerable wireless routers set up by unsophisticated users. In
isolation, such routers appear to represent only a minor threat, but in aggregate, the threat can be much greater. We
introduce the notion of malnets: networks of adversary-controlled wireless routers targeted to a physical geography.
Similar to Internet worms such as Slammer and Code-Red, malnets are created by the recursive compromise of
targeted devices. However, unlike their traditionally wired counterparts, malnet worms exploit only other routers that
are within their transmission range. The malnet thus creates a parallel wireless infrastructure that is (a) completely
under control of the adversary, and (b) spans a targeted physical area, creating a valuable infrastructure for a variety
of virtual and physical attacks. We initially study the propagation characteristics of commercial routers and model
inter-router connectivity using publicly available war-driving data. The resulting characterization is applied to well-
known epidemiological models to explore the success rates and speeds of malnet creation across cities such as New
York, Atlanta, and Los Angles. Finally, we use a sampling of available exploits to demonstrate the construction of
multi-vector, multi-platform worms capable of targeting wireless routers. Our analysis show that an adversary can
potentially deploy a malnet of over 24 000 routers in Manhattan in less than 2 h. Through this work we show that
malnets are not only feasible but can be efficiently deployed. Copyright © 2009 John Wiley & Sons, Ltd.

KEY WORDS: Q1 malware; routing; security Q1

1. Introduction

Wireless routers provide an easy way to introduce
small networks into homes, offices, and public spaces.
These networks change the relationship between users
and the Internet: they free us to move about our per-
sonal environments without loss of connectivity. Such
utility has enormous positive and negative social

∗Correspondence to: Kevin Butler, 344 IST Building, University Park, PA 16802, U.S.A.
†E-mail: butler@cse.psu.edu

impact. In Manhattan alone, there are more than
29 000 discoverable routers south of 59th street
[1]. The dangers of such devices often lie in their
simplicity. Because there is little technical or monetary
barrier to introducing these networks, users do so with
impunity. They often lack the training, knowledge,
or motivation to properly secure those networks. In
addition, devices and the protocols they run are in

Copyright © 2009 John Wiley & Sons, Ltd.
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2 P. TRAYNOR ET AL.

many cases poorly designed, buggy, and vulnerable
[2,3]. Hence, the vast majority of deployed wireless
routers are vulnerable to compromise.

This work explores the feasibility and use of
malnets: networks consisting solely of compromised
commodity wireless routers that route and manipulate
traffic over targeted physical areas. Because all
malicious traffic is only wirelessly routed between
malnet nodes, it is outside the visibility and control
of ISPs and law-enforcement. Such infrastructure,
when isolated or (more dangerously) when combined
with other malicious infrastructure such as botnets,
represents a potentially catastrophic new piece of
adversarial apparatus, allowing adversaries to invade
privacy, launch attacks, and mask nefarious activities
within the compromised region. Such attacks not only
could support traditional cyber-crimes such as spam
delivery and phishing, but also attacks on critical
infrastructure and vehicles for command and control
of coordinated physical attacks on real world targets.

A malnet is constructed as follows: the adversary
initially locates and compromises a single wireless
router through the wireless‡ or wired interface. Such
compromise is achieved via attacks ranging from
exploiting default/poor passwords to a vast array of
publicly documented vulnerabilities, allowing the
adversary to gain administrative control of the router.
New firmware is then loaded. The newly compromised
router then attempts to compromise all routers within
its transmission range using the same or similar
attacks. Similarly to Internet worms, this infect and
propagate cycle spreads across routers covering a
potentially large physical area. Figure 1 summarizes
this process. Once constructed, the malnet forms an ad
hoc network and routes, filters, and manipulates traffic
as is desired by the adversary. Note that once a malnet
is installed, its removal would be exceedingly difficult.
Maliciously flashed routers can mask the presence of
malcode and prevent new images from being burned.
Finding, checking, and physically replacing flash
memory on all 29 000 routers in southern Manhattan
would be intractable in any practical sense.

In this paper, we evaluate the degree to which
malnets are feasible to construct. malnet construction
is crucially dependent on the density and placement of
routers in the targeted area and the adversary’s ability
to systematically compromise routers. We investi-

‡Some routers limited access to configuration operations to
the wired interface. However, as detailed in Section 5, such
mechanisms are very often easy to circumvent.

Fig. 1. A high-level overview of malnet creation. An adver-
sary, represented as the laptop, finds and compromises a
wireless router (light gray). The compromised router then
finds nearby routers (dark gray) and compromises them. The
process of penetration and propagation continues until all

routers in an area are absorbed into the malnet.

gate these facets of current environments through
three dependent efforts. First, we study the relative
propagation characteristics of commodity routers and
develop a model of router density and connectivity
in metropolitan areas based on publicly available
wardriving data. In so doing, we confirm our hypothe-
sis that router deployments are of sufficient density to
support malnets in major cities such as New York and
Atlanta. Second, we apply epidemiological models to
evaluate the probability that a single or small number of
initial infections will lead to a malcode outbreak, and
quantify the speed of the malnet growth. Our results
show that a relatively simple piece of malcode could
span the majority of Manhattan in approximately one
day. More aggressive malcode can span the same phys-
ical area in less than 2 h. Finally, we use a sampling
of available exploits to demonstrate the construction
of multi-vector, multi-platform worms capable of
targeting wireless routers. These attacks include a new
low-bandwidth denial of service vulnerability discov-
ered during the course of this work. The joint result of
these analyses is that with very high probability, adver-
saries with only moderate sophistication can today
deploy malnets covering large cities such as New York.

2. Applications of malnets

Because compromised routers control the flow of traf-
fic between clients and the Internet, malnets can more

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
DOI: 10.1002/sec
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MALNETS: LARGE-SCALE MALICIOUS NETWORKS 3

efficiently implement many of the attacks common to
traditional botnets. Denial of service attacks can be
mounted by injecting volumes of traffic into the wired
network through many connected clients, or directly
by filtering client traffic. Simple phishing attacks using
compromised routers, which have been previously
suggested [4], could be extended to occur exclusively
within the malnet so as to circumvent ISP blacklists.
Adversaries attempting to steal sensitive user data
could probe attached devices without concern for
provider-level firewalls or intrusion detection systems.
Current client-based countermeasures would also
provide little defense or diagnostic ability against such
attacks.

The geographic proximity of compromised nodes
in a malnet creates the potential for many new attack
vectors. By recording the MAC addresses of attached
devices, malnets could be used to physically track
large numbers of users throughout a city. An adver-
sary attempting to physically harm a user could keep
a near constant watch as their target is at home, work,
or their local coffee shop. Such surveillance could be
coordinated between multiple adversaries by also using
the malnet as a city-wide “push-to-talk” voice over IP
(VoIP) network. Crimes including kidnapping, targeted
mugging, and burglary (informed by the fact that the
user is currently across the city from their home) could
all be assisted by such a network.

Should targets within the wired Internet become
desirable, the owner of a malnet could obfuscate the
source of their attacks. For example, traffic for a
distributed denial of service attack on a website could
be spread across thousands of backhaul connections. If
a specific provider were to begin filtering traffic in the
middle of an attack, the malnet could quickly reroute its
efforts to other nodes. The sea of anonymity provided
by such a network would make solutions short of drop-
ping all connectivity to an entire city simply ineffective.

3. Modeling Connectivity

In this section we characterize the ability of existing
wireless routers to support malnets. We begin by
using wireless signal propagation models to establish
realistic transmission ranges of deployed routers.

We use reports from the Wireless Geographic
Logging Engine (WiGLE) [1] database throughout.
As is true of all war-driving data, the WiGLE database
provides a conservative sample of the actual wireless
networks. Wardriving can, at best, provide an incom-
plete map of an area because of physical limitations.

For example, wireless access points within tall build-
ings may be unobservable from street level. The devices
actually listed in the data set are the result of numer-
ous observations—the location of each access point
has been reported an average of approximately 50 times
[1]. Given this level of independent scrutiny, we believe
that the location information is as accurate as collec-
tion techniques allow. Although the location of routers
is generally static, some small portion of the devices in
our snapshot are likely no longer located where previ-
ously denoted. As we will show, the loss of such nodes
is statistically insignificant given the density of remain-
ing devices. Moreover, because the number of deployed
wireless routers continues to rise [1], it is credible to
believe that as of yet unrecorded nodes exist in close
proximity to the lost nodes. Accordingly, we assert
that the data is a representative portrayal of reality.

3.1. Modeling Radio Propagation

The propagation of wireless data is governed by a num-
ber of factors including distance, attenuation through
materials such as concrete and steel, diffraction and
reflection, shadowing, and various fading behaviors.
While router manufacturers advertise transmission
ranges of up to 40 m, the influences of the above
elements can substantially decrease these ranges [5,6].

Because of the presence of complex, varying
and irregular construction materials and building
designs, the only means of perfectly modeling any
metropolitan area is through meticulous knowledge
of the environment—an intractable process in all but
the most constrained cases. Several highly accurate
models have been suggested to approximate connec-
tivity conditions in such environments. Sridhara et al.
[7] developed estimations for indoor coverage versus
distance from access points in urban 802.11 mesh
networks based on a comprehensive measurement
study. At a rate of 1 Mbps§, the authors were able
to demonstrate probabilities of approximately 100,
95, and 75 per cent for direct connectivity between
an indoor and outdoor node separated by 50, 75,
and 150 m in urban settings. Similar observations,
with a median connectivity distance of 150 m, were
recorded in a measurement study by Bychkovsky
et al. [8]. Accordingly, we consider this range of
values as realistic for the remainder of this study.

§Different modulations, each with an increased amount of
error correcting mechanisms, are available as the transmis-
sion rate is reduced. Lower transmission rates therefore
propagate better as a function of distance.

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
DOI: 10.1002/sec
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4 P. TRAYNOR ET AL.

Fig. 2. The modeled number of reachable peer routers (degree of connectivity) by transmission range, and the cumulative
distribution function (CDF) for node degree varying maximum transmission radii. (a) Reachable peer routers; (b) CDF for node

degree.

Figure 2(a) and (b) illustrate the application of the
Sridhara et al. model to routers in Manhattan south
of Central Park (below 59th Street). This histogram
in Figure 2(a) indicates the degree (i.e., number of
reachable peer routers) of nodes with maximum trans-
mission radii of 50, 100, and 150 m. A density of
2321.35 nodes/km2 and an average degree of 31.63,
87.37, and 167.91 suggests that a highly connected
wireless network is possible. The high average degree
shown in both Figures is the result of dense populations
(e.g., 150 m radii ≈ 70 000+ meters2).

Note that, Figure 2(b) shows that for the 50, 100,
and 150-meter cases respectively, 98.5, 99.85, and 99.9
per cent of all nodes in the network have at least one
neighbor within 50, 100, and 150 m, respectively. Even
with our conservative radio ranges, the probability that
nodes are isolated is very small.

3.2. Approximating Network Topology

We now extend the model from a single router to model
the potential connectivity of an arbitrary metropolitan
area. In spite of the regular grid pattern common to
most cities, the placement of wireless routers is not pre-
dictable. To account for this complexity, we considered
numerous models that characterize complex networks
[9]. We began with the power-law topology, given
that it has been used to approximate larger networks
such as the Internet [10]. However, examination of
Figure 2(a) shows no correspondence to this topology
as node degree is not exponentially distributed.

We turn to random-graph theory—a technique used
to successfully approximate connectivity in other
wireless networks with very similar characteristics

[11]. Such a technique allows us to make estimates
about the required density of nodes for malnets to
successfully propagate. A random graph G(n, p) is
composed of n nodes with probability p that a link
exists between any two vertices. Graphs in which
p = 1 are fully connected, whereas nodes in graphs
with p = 0 are entirely isolated. There is a threshold
value for p in which the connectivity of G(n, p) transi-
tions from “nonexistent” to “certainly true” [12]. Given
a very large random graph with monotone properties,
the probability that it is connected can be defined as

Pconn = lim
n→∞

P[G(n, p) connected] = e−e−c
and

p = ln(n) + c

n

where c is any real constant. For any G(n, p), it is
therefore possible to determine an average node degree
d = p ∗ (n − 1) such that the graph is connected with
probability Pconn. Figure 3 illustrates the increasing
connectivity for a network of 30 000 nodes as the
average number of edges per node increases.‖ For
the network to be fully connected with a probability
of 0.99999, nodes would require approximately 22
neighbors. As the nodes in the Manhattan data set have
an average degree of 18.23, 72.93, and 164.08 for 50,
100, and 150 m transmission radii, such a network is
possible.

‖There are approximately 30 000 nodes in Manhattan
between the southern edge of Central Park and the southern
tip of the island [1].

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
DOI: 10.1002/sec
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MALNETS: LARGE-SCALE MALICIOUS NETWORKS 5

Fig. 3. The probability that a random graph is fully connected
given a varying average node degree.

3.3. Characterizing Network Connectivity

The WiGLE data is now used to validate our connectiv-
ity model. The analysis above demonstrated that there
exist nodes that are isolated. We therefore characterize
the largest observable subgroup as a means of validat-
ing our general model of network connectivity. Figure 4
shows the proportion of the nodes that are connected
to the largest partition as a function of the maximum
transmission radius. For the 50, 100, and 150 m cases,
approximately 93.18, 98.55, and 99.68 per cent of the
nodes in Manhattan are reachable through the largest
subgraph. With an average observed degree of 4.56, the
largest subgraph in the 25 m case only connects 33 per
cent of the wireless routers and therefore fails to span
the city. Thus, the measured connectivity of Manhat-
tan is accurately approximated by the random graph
model.

Fig. 4. The percentage of nodes in the largest cluster in the
network versus transmission radius. When the density falls
below 22 neighbors, the percentage of nodes comprising the

largest subgraph falls quickly.

Samples from two additional metropolitan locations,
the Buckhead/Downtown region of Atlanta and the
Santa Monica area of Los Angeles [1], were then
selected for analysis. With a density of 870.09 and
159.04 nodes/km2, these samples were arbitrarily
chosen to represent urban areas with medium and low
node density, respectively. For a transmission radius
of 150 m, an average node degree of 61.49 and 11.24,
respectively, are calculated. Connectivity experiments
in Figure 4 again corroborate the theoretical results
from Figure 3 for both cases by illustrating the rapid
loss of connectivity as a function of decreased node
degree. Note that for all cases, an average node degree
below 10 (or approximately 140 nodes/km2) always
results in the inability to create a significantly sized
malnet. Local anomalies (e.g., a isolated district on
the Lower East Side of Manhattan, seen in Figure 4)
aside, the random graph model tells us that any city in
which wireless routers have a degree of greater than
20 are almost certain to support a malnet.

As a final test of connectivity, we examined the
possibility of malnet creation with only a single brand
of wireless router. For these experiments, we selected
Linksys because of its position as the market leader.
Using MAC addresses to filter for this brand, our
results demonstrate that a subgraph connecting 49.94,
96.08, and 97.84 per cent of the Linksys routers across
Manhattan is possible using transmission radii of 50,
100, and 150 m. While targeting all routers clearly
creates a network more able to deal with node failure,
attacks on a single brand of router can be used to form
an effective, city-wide malnet.

4. Propagation

Equally critical to knowing that malnets can be built is
understanding how they will be built. A malnet requires
the network reach a point in which the vast majority of
routers in the metropolitan area are compromised. We
assume a model in which the routers are compromised
by a multi-vector worm that infects and propagates
across routers in a manner similar to Internet worms
(e.g., Blaster [13], Slammer [14], and Code Red [15]).
In this section, we characterize the propagation of those
worms. Like previous work (e.g., [16,17]), we begin by
applying epidemiological models to demonstrate the
potential for widespread infection.

4.1. Epidemic Models
A first order approximation analysis of the malnet
spread can be made by studying the network’s epidemic

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
DOI: 10.1002/sec
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6 P. TRAYNOR ET AL.

threshold. Represented as the birth/infection rate (β)
over the death/cure rate (δ), an epidemic threshold
represents the point over which a pathogen will become
persistent within a network. Any network that does
not meet the threshold cannot probabilistically sustain
the epidemic—the malcode will die out and the malnet
will fail to form. In practical terms, the birth rate is
the rate at which routers are infected by malcode,
and the death rate is the rate at which the compro-
mised routers are discovered and either repaired or
shut off.

Epidemic thresholds can be estimated using well-
known techniques. Kephart and White [16] investigated
the propagation of viruses in Erdös-Rényi random
graphs. As demonstrated by Wang et al. [18], the epi-
demic threshold τ in these topologies is equal to the
inverse of the average node degree < k >, such that
τ = 1

<k> . In Section 3 we showed that the average
node degree for the connectivity graph was 167.91
given a transmission radius of 150 m, meaning that for
β = δ

167.91 the epidemic threshold will be reached; if β

exceeds this value then the network will experience an
infection epidemic.

Wang et al. [18] generalize a model of determin-
ing epidemic thresholds to be topology-independent,
and assert that by considering the adjacency matrix of
the graph, the epidemic threshold is the inverse of the
largest eigenvalue in the adjacency matrix; that is,

τ = 1
λ1,A

given an adjacency matrix A. From our graph of
wireless connectivity in midtown and downtown Man-
hattan, we derived an adjacency matrix based on the
same 150 m transmission radius. The largest eigenvalue
in the matrix was found to be 321.13, thus making the
corresponding epidemic threshold 1

321.13 .
Intuitively, the death rate must be greater than the

birth rate times the inverse threshold for the network
not to saturate. Table I summarizes he epidemic thresh-
olds for these models, shown as their inverse (τ−1).
These exceedingly low thresholds coupled with a natu-
ral low death rate for router compromise (see Section 5)
indicates that the malcode will spread throughout the
network with very high probability.

4.2. Modeling Infection

We now consider the rate at which malcode will
propagate across Manhattan. We use the parasim
simulator [19], which takes as input a graph topology.

Table I. Inverse epidemic thresholds using the Erdös-Rényi random
graph model and the topology-independent eigenvalue model from
Wang et al. [18].

Tx Range (m) Random graph Topology-independent

50 31.63 110.65
100 87.34 178.36
150 167.91 321.13

We assume an initial number of randomly placed
infected nodes I and that in each one minute epoch t
an infected node can infect one of its neighbors with
probability Pi. For simplicity, we assume the malcode
does not possess the state to be cognizant of which
hosts it has previously infected; an infected router
will randomly pick one of its neighbors to infect.
Simulations were run on the connectivity graphs for
Manhattan using wireless transmission ranges of 150,
75, 50, and 25 m. For each set of parameters, we
performed 100 simulation runs and plotted the mean
of the results. We do not show errorbars in these
plots for clarity, but a 95 per cent confidence interval
shows that deltas are on the order of two magnitudes
less than the mean, and as time progresses, these
converge to roughly zero as saturation is reached. Note
that the highly conservative range estimates developed
in Section 3 are lower bounds on infection rates; actual
propagation speeds could be substantially higher.

4.2.1. Simple attack model

We begin our analysis by examining a single attack
vector using traditional epidemiological models. We
chose an attack exploiting poor router administrative
password selection, given the ubiquity of this in
the wild [20]. To demonstrate the attack, we installed
a custom build of OpenWRT firmware on a Linksys
WRT54GS router and communicated wirelessly with
a Linksys WRT54GL router running Linksys firmware
version v4.30.02. We ran one million attempts over
802.11b and recorded a mean of 5200.64 attempts per
minute, with standard deviation of 515.73.

Given the ability to launch password cracking attacks
between routers, we conservatively model the impact
of such attacks using an infection rate of Pi = 0.02.
We seed infection in 10 and 100 random nodes in
Manhattan, and show the resulting propagation rates
in Figure 5(a) and (b). The 75 m transmission radius
test shows that within 3 h over 2000 routers have been
infected. By minute 520 (8 1/2 h), more than half of all
routers in midtown and lower Manhattan (≈15 000)

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
DOI: 10.1002/sec
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MALNETS: LARGE-SCALE MALICIOUS NETWORKS 7

Fig. 5. Propagation of malcode in a wireless network given 2 per cent infection probability and 10/100 initially infected nodes.
(a) 10 initally infected nodes; (b) 100 initially infected nodes.

have been infected. 12 h into the attack, over 24 000
routers, or more than 80 per cent of all routers, have
been compromised. Increasing the transmission radius
increases both the infection rate and the resulting
equilibrium of infected nodes, due to the increased
graph connectivity.

These simulations do not model a probability of inoc-
ulation, as users will be very unlikely to detect and
recover from compromises during the duration of the
malnet setup. As discussed in Section 5, there is a
low chance that users will actually attempt to change
their firmware, particularly since router manufacturers
themselves often actively discourage users from doing
so. The inoculation rate in this case would therefore be
the probability that a user buys a new router during the
course of the attack. The infection rate and time period
may be affected by other factors. If the user’s password

on a given router is not in the dictionary, the probability
of infection could be lower, as the search space could
be larger to determine the correct password. However,
informal studies show that between 25 per cent [21]
and 50 per cent [22] of routers use default passwords,
allowing compromise within seconds.

4.2.2. Multi-vector worms

In reality, an adversary would most likely not rely upon
a single attack vector, rather using a series of publicly
available exploits (e.g., [23,24]) to create the malnet.
We therefore model a more realistic set of parameters.
Figure 6(a) and (b) show the results of propagation
given Pi = 0.05 for I = 10 and 100, respectively. For
a transmission radius of at least 50 m, there is suffi-
cient connectivity such that over 85 per cent of nodes

Fig. 6. Propagation of malcode in a wireless network given 5 per cent infection probability and 10/100 initially infected nodes.
(a) 10 initally infected nodes; (b) 100 initially infected nodes.

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
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within Manhattan will be infected, and the distribution
of routers is sufficiently dense that infections will
happen quickly.

The main differences between the single (2 per cent)
and multi-vector (5 per cent) infection cases are the
decreased times to saturation and the flattening of the
infection curves. Note that in either case the malnet
will not saturate or exhibit the characteristic epidemic
curve for 25 m transmission range; however, a range of
at least 50 m leads to saturation.

4.2.3. Worst-case scenario

Consider an aggressive but plausible worst-case
scenario. Suppose an attacker has specific exploits
for all wireless routers. This is not far-fetched; in our
examination of the WiGLE data for Manhattan, the top
10 wireless router manufacturers accounted for 18 844
of the 29 452 routers identified, or 64.0 per cent. This
number could be higher given MAC-layer filtering by
ISPs causing users to clone device addresses on their
router. A motivated attacker could compile vulnerabili-
ties for at least this many routers and create or discover
an assortment of undocumented exploits. In conjunc-
tion with the attacks outlined in Section 5, the adversary
could have the tools for a rapid mass-compromise.
Consider that an infection rate of 20 per cent exists.
Figure 7(a) shows that if the effective transmission
rate is at least 50 m, the malnet can be very quickly
established. Assuming a 75 m transmission radius,
over 15 000 routers have been infected within 52 min.
By minute 117, over 24 000 routers, or 80 per cent

of all routers, will be infected—the adversary will
have created a malnet that effectively covers lower
Manhattan within 2 h.

4.2.4. WPA protection

The above simulations assume equal likelihood of
compromising any wireless router. In reality, routers
protected by WPA are considerably more difficult to
attack, compared to the almost trivial ability to exploit
WEP routers. We model WEP-protected routers to be
as vulnerable as those with no encryption and only
consider WPA protected-routers. However, until WPA
is fully deployed, routers will still be susceptible to
relatively simple attacks. There are also barriers to
adopting WPA; certain devices in home networks
(e.g., some video game consoles, DVRs) do not
support WPA, potentially causing owners of these
devices to degrade their wireless networks to WEP
or to turn off encryption altogether. While studies
have shown about 15 per cent of users adopting WPA
[3], the WiGLE data only shows whether a router
is protected or not. We created 25 new connectivity
topologies where 15 per cent of protected nodes were
removed.

Figure 7(b) shows the results of the password
cracking attack given these more realistic topologies.
The confidence intervals were again two orders of
magnitude less than the mean, showing that deviations
were minor. As these results show, if a 75 m transmis-
sion radius is assumed, we will have infected 2000
routers in approximately 3 h. Over half of all routers

Fig. 7. Simulated results, first assuming a worst case scenario where the probability of infection is 20 per cent, then assuming
15 per cent of protected nodes in the Manhattan graph are using WPA and cannot be cracked, with a 2 per cent probability
of infection. 100 initial node infections are used in both cases. (a) Worst-case: Pi = 0.20; (b) 15 per cent WPA-protected

nodes.
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MALNETS: LARGE-SCALE MALICIOUS NETWORKS 9

Fig. 8. Simulated propagation if all routers employ good security measures, given a 2 per cent infection probability and the
previous worst-case scenario of a 20 per cent probability of infection. 100 initially infected nodes in both cases. (a) 2 per cent

infection probability; (b) 20 per cent infection probability.

will be infected 9 h after the initial infection, while
24 000 routers, or over 80 per cent of the network, will
be infected in just over 24 h.

Our final analysis considers a more optimistic
scenario, where the public is cognizant of the vulner-
abilities of their wireless routers. We assume that all
wireless router users who currently have encryption
enabled on their routers have securely configured their
devices, have moved to using WPA and have chosen
sufficiently good passwords to make them impervious
to dictionary attacks. To model this, we consider any
router that uses encryption from the WiGLE data to
be impervious and remove it from the topology. Such
protection effectively removes approximately 30 per
cent of all routers from those exposed to our malnet
worm. Figure 8(a) shows that given this scenario,
the attack levels off after saturating a much smaller
portion of the city, and only under the 150 m trans-
mission radius scenario. Otherwise, very limited
compromises of approximately 1000 routers will
result. Even in the worst-case scenario, while the
spread of the infection is faster, still only a small
portion of the overall topology will be compromised,
shown in Figure 8(b). The results seem encouraging;
by employing better security techniques, the ability
to form a large malnet is curtailed. However, as we
describe in the next section, even solutions such as
WPA are not immune to vulnerability.

5. Compromising Wireless Routers

Constructing a malnet depends on the ability to
penetrate and propagate across wireless routers. Like

traditional Internet worms, malnet malcode infects
and spreads from device to device. To account for
router diversity, such worms would contain multiple
exploits. This is not a novel idea; even the original
Morris worm infected hosts by attacking rsh, fingerd
and sendmail [25]. Worms exploiting both Windows
and Solaris machines have been known since 2001
[26]. Functionality such as JavaScript running on the
router [27], can also be exploited due to a significant
number of implementation weaknesses. Given that
tools and tutorials [28] for building such worms
are widely available, constructing a malnet worm is
simply a matter of accumulating exploits.

As its first attack vector, a malnet worm would
attempt to attack the administrative interface, allowing
control of all aspects of the router, from DNS settings
to firmware updates. Through the use of publicly
available default administrative usernames and pass-
words for these devices [29], infected firmware could
be loaded onto the targeted router with little difficulty.
In cases where upgrading firmware over wireless links
is not permitted by the device, remote administration
settings can be modified from this interface to allow
the adversary to load firmware through an Internet
connection. Because an estimated 25– 50 per cent of
users fail or are unable to change their default pass-
words [21,22], this initial attack would compromise
a significant proportion of devices within seconds.
Furthermore, because users that do change default
passwords often replace them with weak substitutes,
standard online dictionary attacks [30] would provide
a similarly rapid compromise vector.

In the face of strong passwords, a malnet worm
would then use one of a multitude of device-specific

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
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vulnerabilities. If the make of a targeted device is not
immediately available from the ESSID, the manufac-
turer can quickly be identified via the MAC address
[31] or through wireless fingerprinting techniques
[32]. Vulnerabilities including buffer overflows (e.g.,
[23,24]) and authentication circumvention weaknesses
(e.g., [33,34]) could then be launched. While manu-
facturers provide firmware upgrades to fix many such
vulnerabilities, few upgrades are installed in practice,¶

leaving many routers at risk.
Absent the above attack vectors, a malnet worm

could use a sustained denial of service (DoS) attack to
compromise wireless routers. When packets cease to be
delivered, owners may resort to using the device reset
button, which restores device configuration to factory
defaults. Upon reset, default passwords can once again
be applied toward device compromise. Our testing of
a Linksys WRT54GL revealed a previously undocu-
mented low-bandwidth DoS vulnerability (detailed in
our technical report [36]).

Standard layers of defense, including the Wired
Equivalent Privacy (WEP) protocol, are easily circum-
vented. Attacks on WEP, which was initially broken
by Walker [37] in 2000, have exploited weaknesses in
key use, the RC4 cipher [2,38] and the 802.11 protocol
itself [3] to reduce practical key recovery time to less
than 60 s [39]. In spite of glaring vulnerabilities and
continued improvements in key recovery times, WEP
remains the only widespread security protocol for
such networks.

WEP’s replacements, the Wi-Fi Protected Access
(WPA) protocol and IEEE 802.11i, provide notably
improved security. Unfortunately, both protocols are
only minimally deployed due to issues including com-
plex configuration and a lack of universal hardware
support. As the setup requires users to configure an
external authentication server (e.g., RADIUS), such
solutions are well beyond the technical skills of most
wireless router owners. In an attempt to meet the needs
of most users, WPA provides a “personal” mode using
pre-shared keys; however, this configuration remains
susceptible to both online and offline dictionary
attacks [40].

¶One major manufacturer states: “If the Router’s Internet con-
nection is working well, there is no need to download a newer
firmware version, unless that version contains new features
that you would like to use. Downloading a more current ver-
sion of Router firmware will not enhance the quality or speed
of your Internet connection, and may disrupt your current
connection stability.” [35]

6. Discussion

In the short-term, there are a number of modifications
to the firmware that would curb the creation of malnets.
Most importantly, current practices, especially those
discouraging users from updating firmware, must be
abandoned. Second, exponential backoff on unsuc-
cessful login attempts can throttle online password
attacks. While the selection of weak passwords would
still remain a problem in the long-term, an attacker
would have to devote a significantly longer period of
time to compromising even poorly protected devices.
Third, new versions of firmware should include a
password strength checker and prevent users from
setting passwords below some entropy threshold.
Finally, the administrative interface could be made
unavailable to wireless users. Only those users phys-
ically able to access a LAN port could then access
a device’s privileged management interfaces. Such a
solution is still vulnerable to attack from compromised
hosts within the network. While a significant number
of attacks would be prevented through such simple
mechanisms, exploits such as buffer overflows and the
circumvention of authentication mechanisms would
still successfully compromise these devices.

The longer term evolution of security for wireless
routers must account for poor default settings and
insecure code. Currently, most routers are shipped
with standard passwords and no security enabled. This
is appropriate only if users can be expected to enable
safe settings; however, most do not. Manufacturers
could physically label devices with secure, randomly
generated default administrative passwords and WPA
passphrases. This mechanism would work, assuming
that the wireless routers are physically protected from
adversaries; however, such a mechanism may cause
difficulties if passwords are lost (e.g., stickers removed
from the device). By default, manufacturers could
also enable WPA “personal” mode, if not “enterprise”
mode. Given that third party router software for running
a RADIUS server on a router is already available [41],
such an option is entirely realistic if configured by the
manufacturer. Note that older client wireless cards may
not be able to support WPA, and may therefore require
replacement. In addition to more secure defaults, com-
modity router manufacturers must develop firmware
according to higher security standards. Similar to
software supporting routers in the core of the Internet,
more resources must be dedicated to security analysis
of the codebase before each release. Finally, develop-
ing a mechanism for authenticated automatic updates
would make routers less susceptible to attack.

Copyright © 2009 John Wiley & Sons, Ltd. Security Comm. Networks. 2009; 2:1–12
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7. Related Work

Router vulnerability research has traditionally focused
on nodes in the backbone of the Internet. For example,
a recent investigation uncovered the susceptibility
of systems running Cisco IOS to a buffer-overflow
attack [42]. Other researchers have demonstrated
vulnerabilities in protocols such as BGP [43,44].
Such exploits are attractive to adversaries because
they hold the potential to affect large numbers of
users per compromised node. In contrast, the exploits
for wireless routers are typically designed to affect
one or a small number of users. For example, Tsow
examines a number of methods compromised routers
can use to perform phishing attacks [4]. Others instead
target weak passwords and or protocols as a means
of simply gaining access to network resources such
as bandwidth [2,3,45]. Independently but in parallel
to this research, Akritidis et al. [46] use similar data
to show that infected laptops could use open access
points to spread throughout a metropolitan area;
however, their work does not consider the potential for
malicious routers. After this work was completed, Hu
et al. [47] investigated a similar problem and focused
on the speed of infection propagation. At this time,
however, no researchers have explored connectivity
or the extent of the attacks made possible only by the
widespread compromise of such devices.

Emergent vulnerabilities are those weaknesses
made possible only by the amalgamation of seemingly
unrelated conditions. The resulting vulnerability is
typically unexpected and often unrepresentative of
any single component vector. The Slammer worm
[14] displayed this quality; while the target of the
exploit was machines running SQL Server, resources
ranging from 911 services in Bellevue, WA to Bank
of America ATMs were rendered inoperable. Traynor
et al. [48,49] demonstrated another such attack on
telecommunications networks, in which the trans-
mission of a small volume of targeted text messages
proved capable of denying voice service to large areas.
Such vulnerabilities are often difficult to discover
because of the subtle interplay between multiple
weaknesses necessary for their formation.

8. Conclusion

This paper introduced and explored malnets, ad hoc
netowrks Q4composed of malicious wireless routers.
We used statistical methods and analyzed wardriving
data to show the potential for city-wide malicious con-

nectivity, demonstrating that cities such as New York
and Atlanta were sufficiently dense to support malnets.
More generally, we presented techniques to calculate
the susceptibility of malnet creation based on router
density, and used models to characterize the malnet
growth. We showed that worst-case self-propagating
malcode can establish far-reaching malnets in less
than 2 h.

Traditional threat models for embedded devices
such as commodity wireless routers no longer apply.
As such devices are increasingly tasked with critical
or sensitive operations, they must be protected with
the same urgency as personal computers.
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