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Abstract

BGP is essential to the operation of the Internet, but is
vulnerable to both accidental failures and malicious at-
tacks. We propose a new protocol that works in concert
with BGP, which Autonomous Systems will use to help de-
tect and mitigate accidentally or maliciously introduced
faulty routing information. The protocol differs from pre-
vious efforts at securing BGP in that it is receiver-driven,
meaning that there is a mechanism for recipients of BGP
UPDATE messages to corroborate the information they
receive and to provide feedback. We argue that our new
protocol can be adopted incrementally, and we show that
there is incentive for network operators to do so. We also
describe our prototype implementation.

1. Introduction

There are tens of routing protocols; they can be broadly
split into two categories:intradomain, or internal, rout-
ing protocols, andinterdomain, or external, routing proto-
cols. Organizations under cohesive administrative control
(companies, universities, Internet service providers) use
intradomain routing protocols to exchange information
about how to reach machines within their own purview.
Interdomain routing protocols are used to exchange and
propagate reachability informationbetweensuch organi-
zations. This split reflects the coarse structure of the In-
ternet: many networks connected to each other. It also re-
flects the different needs and requirements for routing pro-
tocols for use in intra- versus interdomain routing. While
there are several internal routing protocols in use today,
there is only one interdomain routing protocol: the Bor-
der Gateway Protocol (BGP) [18, 20].

BGP views the Internet as a collection of interconnected
Autonomous Systems. An Autonomous System (AS) is a
portion of the network under single administrative control
(at least as far as routing is concerned). Each AS con-
nects to other ASes; the routers in each AS that connect to

their counterpart in other ASes are calledborder routers.
These neighboring border routers connectdirectly to each
other, that is, there are no routers between them. (This is
not strictly true, nor is the assertion that only neighboring
routers speak BGP to each other, but the details are be-
yond the scope of this paper.) Over this direct connection,
border routers establishBGP sessions; there may be many
BGP sessions over each link, but there are (almost) never
BGP sessions between non-neighboring routers. BGP ses-
sions are used to exchange network reachability informa-
tion — each router tells its neighbor what address ranges
(also known as address prefixes, or just prefixes) it knows
how to route to, along with ancillary information that is
used to make the decision of whether this router will actu-
ally be used to route that part of the address space.

As BGP provides information for controlling the flow
of packets between ASes, the protocol plays a critical role
in Internet efficiency, reliability, and security. The Inter-
net can be severely impacted by BGP failures. Accidental
misconfigurations have resulted in serious routing prob-
lems and loss of service [13]. However, failures are not
always accidental — attacks intended to cause widespread
outage on the Internet will (and do) target BGP [16, 19].
Denial of service is not the only concern; an attacker
might redirect the flow of some traffic through his network
so that he can eavesdrop on it.

BGP has several well-known vulnerabilities. Neither
the originating announcement of a route, nor the informa-
tion attached to it as it traverses ASes are guaranteed to
be correct. Moreover, BGP does not provide any way of
identifying the source of bad data. Hence, misconfigured
or malicious routers can, among others things, force other
ASes to accept bad or inefficient routes, hijack address
ranges, or simply flood the network with useless route in-
formation.

The security limitations of BGP are compounded by the
fact that the protocol itself does not always converge [22].
Because BGP is potentially unstable at any time, it is par-
ticularly difficult to analyze. Complexity is always at odds
with security. Getting the routing system to work at an
acceptable level has taken huge effort in terms of design-



ing, implementing, and deploying protocols. Moreover,
as the nature of the Internet changes, these protocols have
been required to provide functionality not originally envi-
sioned. It comes as no surprise that security has not been
the first priority of designers, implementers, or even op-
erators; it is this lack of security that makes the routing
system, and hence the entire Internet, susceptible to an in-
creasing number of both accidental failures and malicious
attacks.

In this paper, we present the Interdomain Route Vali-
dation (IRV) service, a new protocol that acts as a com-
panion to BGP. IRV defines a service that protects against
rogue, subverted, or grossly misconfigured ASes, and is
used to identify and diagnose routing configuration prob-
lems. We have designed IRV as a separate protocol be-
cause of the difficulty in changing widely deployed proto-
cols such as BGP. This design allows fast and minimally
disruptive deployment. For similar reasons, IRV is meant
to be incrementally deployable, and we argue that even
small groups of ASes will see immediate benefit from de-
ployment. Moreover, such deployment does not interfere
with the operation of non-participants. We describe the
uses of IRV through real world examples, and consider
its use as a replacement for and in conjunction with other
routing services and protocol extensions. We have imple-
mented a prototype, which we also describe.

2. Related Work

Murphy [16] outlines and categorizes many of the secu-
rity vulnerabilities present in BGP and in the infrastruc-
ture used to propagate the route announcements between
ASes. She describes a threat model that includes not
only outsiders, but misconfigured and malicious routers
as well. In a related document [15], Murphy characterizes
some solutions needed to rectify many of the most signifi-
cant vulnerabilities. Some of the potential attacks on BGP,
such as simple replay attacks and denial of service attacks
that involve shutting down BGP sessions prematurely, can
be solved by securing the channels between BGP speak-
ers. For this class of vulnerabilities, Murphy recommends
use of IPsec between BGP routers. Furthermore, Murphy
recommends that originator information be authenticated
via digital signature (e.g.,signed association between ori-
gin and prefix).1 Finally, Murphy suggests that each AS
sign the Autonomous System Number (ASN)2 of the next
AS in the path (thus authenticating the complete AS path).

The Secure Border Gateway Protocol (S-BGP) [12]

1This presumes that there exists some infrastructure for mapping
ASes to prefixes, and that an appropriate authority can create and dis-
tribute these statements.

2Each AS is assigned a (generally) uniqueAS Numberby the au-
thorities that govern Internet addressing (e.g.,ARIN [1], RIPE [4], AP-
NIC [2]).

addresses many of the issues presented in Murphy’s
work. To protect the actual BGP sessions, S-BGP uses
IPsec [10]. For the fundamental routing vulnerabilities,
S-BGP introduces the concept ofattestations, which are
digitally signed statements used to verify the authenticity
of route announcements.Address attestationsare state-
ments signed by a well-known authority that map an ASN
to a prefix or prefixes, verifying that the speaker who orig-
inated the route announcement was eligible to do so for
the indicated prefixes.Route attestationsare statements
signed by an AS that list the next AS in the path; they are
used by each AS in the path to verify that the following
AS along the path legitimately received the announcement
and the privilege to forward it. When used together, these
two forms of attestations create a well-defined chain of
evidence for most route announcements.

Despite its many advantages, S-BGP has not been
widely deployed among autonomous systems on the In-
ternet. Reasons for this may include factors such as the
computational cost of sending the larger and more com-
plex UPDATEmessages, as discussed by the authors of
[11], not to mention concomitant costs of upgrading ex-
isting routing firmware. Also, implementation of S-BGP
requires fundamental changes to BGP itself, which means
that routers along the path from the source of an an-
nouncement to the destination need the ability to forward
S-BGP messages. Also, in order to achieve the benefit of
route attestations, all ASes in the path between the an-
nouncer of anUPDATE message and a given recipient
must run an implementation of S-BGP.

Huston [9] argues that BGP may already be toomono-
lithic a protocol in that it simultaneously performs mul-
tiple distinct functions — exchanging reachable prefixes,
learning about (local) topology, binding prefixes to paths,
and implementing routing policy. He argues that inter-
domain routing might be more scalable if these functions
where performed by separate protocols. We would note
that adding security and authentication to BGP, as S-BGP
does, only increases complexity of the protocol and will
likely diminish its scalability in the long run.

The Internet Routing Registry (IRR) [3] provides a non-
invasive alternative strategy to ensuring reasonable routes
by providing a set of routing policy databases. The IRR
model introduces a third party capable of collecting and
publishing AS-specific policy information. This approach
to ensuring route validity is a response to the need de-
scribed in RFC 1787 [17] for improving global consis-
tency by sharing policy data among providers. Each
participating AS submits policy data, encoded using the
Routing Policy Specification Language (RPSL) [5, 14].
Interested parties may contact the registry to determine the
stated policies for a particular AS, including what ASes
(and possibly prefixes) are suitable for import or export.



Additional information provided to the IRR by an AS of-
ten includes policy concerning the configuration of BGP
communities; this information is generally most useful to
neighboring ASes.

In practice, the IRR contains information from a sub-
stantial number of ASes, and it serves a useful purpose in
debugging policy-related errors. However, the utility of
the IRR for securing routing is quite limited. First, the
IRR does not provide information about current routes,
but only about potential routes. Some potential routes may
be legal according to the IRR, but undesirable from a more
global point of view. Next, the IRR has many security vul-
nerabilities concerning the integrity of registry contents
and authorization of changes to the registry. Moreover,
some policy information concerning agreements between
peering ASes is sensitive and not to be shared with ev-
erybody; such information will therefore not be in the
IRR. Some of these concerns are addressed in a proposal
to make the IRR more secure [23], but until problems of
authorization of database queries are addressed, the IRR
will not be useful in conveying policy data other than that
which are safely world-readable. In addition, the nature of
the IRR provides ASes with little incentive to keep their
own records in the policy databases up-to-date, further re-
ducing its usefulness.

Mahajanet al. [13] argue that misconfigurations are re-
sponsible for a substantial portion of the errors and insta-
bility that plague interdomain routing. They describe sev-
eral different forms of misconfiguration that result in the
unintentional advertisement of incorrect prefixes, and they
describe some of the reasons for these incidents, many of
which are logistical and managerial in nature rather than
technical.

3. IRV Architecture

Existing BGP security approaches have not been widely
deployed; the reasons include limited ability to be incre-
mentally deployed, high computational costs, and the in-
feasibility of modifying the vast installed base of BGP
implementations. Recognizing these limitations, we pro-
pose the Interdomain Routing Validation (IRV) architec-
ture. Used in conjunction with BGP, IRV is used to vali-
date BGP data and acquire additional routing information
relevant to an AS. IRV has the following goals:

� Allow ASes to acquire and validate both static (e.g.,
policy) and dynamic (e.g., current route advertise-
ments) interdomain routing information.

� Be incrementally deployable; the system must pro-
vide substantial benefit even with limited adoption.

� Allow ASes to securely differentiate the requesters
of routing information, in order that responses be tai-
lored to the recipient.

� Not be tightly coupled with BGP; the protocol must
operate independently of the reception of BGP mes-
sages, and ASes must be free to validate and acquire
routing information whenever they desire.

� Allow ASes to passively receive routing-relevant in-
formation from remote entities; this will permit col-
lections of participating ASes to cooperatively mon-
itor and debug the routing infrastructure.

3.1. Approach

IRV combines features of S-BGP and the Internet Rout-
ing Registry. Like S-BGP, IRV allows autonomous sys-
tems to confirm (attest) that they announced or propagated
particular routes. Unlike S-BGP, validation information is
not carried inUPDATEmessages. Instead, we introduce
the notion of an Interdomain Routing Validator (IRV).
Each participating AS designates an IRV responsible for
answering queries from other ASes. Users of the system
query the IRV to validate received BGP data or to acquire
additional route-relevant information. IPsec or TLS can
be used to ensure the integrity, authenticity, and timeli-
ness of the queries and responses. Figure 1 illustrates this;
when the Network Management Element (NME) in AS3
wants to verify anUPDATEmessage concerning AS1 that
AS3 got from one of its neighbors, it queries the IRV lo-
cated in AS1.
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Figure 1. The IRV Protocol – BGP messages
are validated and additional routing information
is acquired (generally by another IRV or net-
work management element – NME) via query-
ing the IRV representing the relevant AS.

The essence of the IRV architecture is a decentralized
query system. Participating ASes establish an IRV to
speak authoritatively (through query interfaces) about the
local network status and configuration. The IRV pro-
vides access to static and dynamic data through a query
interface. Static data can include routing policy (such as
that currently exchanged using RPSL and centralized reg-
istries), community information, or data relating to peer-



ing. The dynamic data can include received BGP route
announcements, the current routing tables, or a descrip-
tion of advertised routes. Queries are used to implement
features not currently present in BGP.

3.2. The IRV

Each IRV is a server, deployed as a dedicated machine
(or set of machines) within the AS that it represents. How-
ever, this need not be the case. The only requirement is
that those that wish to contact the IRV corresponding to a
particular AS can do so (we consider the design of a dis-
tributed service that maps ASNs to IRVs in Section 3.4).
Regardless of how the IRV is contacted, it must provide
an interface by which external entities can query routing
data.

The IRV architecture does not mandate the kinds of data
supported by an IRV. ASes are free to include or omit
support for any routing information. By design, ASes can
extend the query/repository schema easily (see Section 4).
We expect that different schemata will evolve within the
communities in which IRV is deployed. The following
includes data that are likely to be supported by IRVs:

� RPSL records indicating import or export policies for
an AS. This can simply duplicate the format and se-
mantics of what is provided by the Internet Routing
Registry.

� Configuration information for BGP communities.
Presently, much of this information is distributed via
RPSL remarksfields stored in the Internet Routing
Registry. For example, ASes useremarksfields to in-
dicate that a particularUPDATEshould not be prop-
agated, or that anASPATHshould be padded. These
(common) uses of BGP communities could be stan-
dardized and interfaces simplified through schema
extensions.

� Contact information for the maintainers of an AS.
The contact information found in the Internet Rout-
ing Registry andwhoisdatabase is often out of date,
incorrect, or missing entirely.

� Received route advertisements and withdrawals.
This feature exports an AS-centric view of the rout-
ing infrastructure. This view may be extremely use-
ful in debugging routing inconsistencies and detect-
ing failures.

� Route advertisements sent to neighbor ASes. These
records serve as route attestations: the IRV states the
set ofUPDATEmessages that it is currently using to
advertise routes (and to whom they are sent).

� Sensitive or recipient-specific information that is not
appropriate to broadcast in a BGPUPDATE mes-

sage. For example, an AS may want to restrict access
to data concerning private peering relationships.

Note that the IRV need not respond uniformly to all re-
questers; an IRV may be configured to restrict access to
particular data to a list of authorized requesters. While
we do not mandate that the IRV authenticate the source
of queries, we view authentication as essential to future
routing environments. The BGP model requires that an
UPDATEmessage be propagated virtually unmodified as
it traverses routers. As a result, the originator of a route
advertisement has little control over the set of entities that
have access to the advertisement. Our work is partly mo-
tivated by the fact that BGP alone cannot distinguish be-
tween recipients. By offering a second stage in which re-
cipients of anUPDATE can request additional informa-
tion, we provide the ability for an announcer of a route
to provide discretionary information to authorized recipi-
ents.

3.3. Using IRV

The main use for IRV is as a way of validating BGP
data. Origin information can be (na¨ıvely) validated by
querying the origin AS identified in eachUPDATEmes-
sage at the time it is received. However, the costs of vali-
dation can be amortized by queuing sets ofUPDATEmes-
sages originating from a single AS, which can later be val-
idated in a single bulk validation query. We expect that the
decision to query a downstream IRV will be based on the
disparity between theUPDATEand a baseline mapping of
the address space and known AS connectivity.

The authenticity of a receivedASPATHby can be ver-
ified by querying each node in the path. However, it may
be beneficial to cache previously acquired policy and route
information. These cached values can be used to avoid
revalidation of stable information (e.g., origin informa-
tion) associated with frequently changing routes

IRV does not mandate when queries are sent. However,
the algorithm chosen by an AS will determine the cost as-
sociated with validation. A significant benefit of IRV is
that parties do not need validation information with each
UPDATE. For example, an AS may choose to query routes
at random intervals, which may reduce local load. An-
other approach might be to vary the frequency of queries
by ASN. ASes that are topologically closer or deemed
more relevant may be queried more frequently. Query-
ing other ASes based upon a random sampling at periodic
intervals may be effective at identifying problems.

It is possible to use IRV to only provide static informa-
tion such as routing policy. In many respects, this is func-
tionally equivalent to using the IRR. However, since the
IRV and the requesters communicate directly, the former
can still tailor its responses to the latter.



3.4. Finding the IRV for an AS

An important consideration in the IRV architecture is
the way by which the IRV associated with each AS is lo-
cated. An obvious approach would embed ahint address
of each AS’s IRV withinUPDATEmessages. The address
would be authenticated during subsequent communication
with the IRV,e.g.,via known certificate. Because this de-
sign would require modification to existing BGP imple-
mentations, we view it as highly undesirable. An alter-
native approach would institute a well-known registry to
store and distribute authoritative IRV contact information.
This IRV contact registry need only store IRV location in-
formation (e.g., IP addresses) for each AS.3 The imple-
mentation of the registry itself need not be complex. For
example, the central registry may use HTTP redirection or
DNS records to communicate IRV location.

While the preceding sections have implied that each AS
has a globally unique ASN, this is not always true. RFC
2270[21] specifies how a set of singly-homed ASes (with
the same upstream provider) can share a single ASN.4

Having a unique IRV associated with each AS is essential
for certain uses of the IRV architecture (e.g.,origin valida-
tion). Hence, there must exist a way of disambiguating re-
quests to IRVs for data associated with RFC 2270 prefixes.
We propose to use the provider’s IRV to redirect these re-
quests to the IRV of the appropriate AS. Determining that
an AS specified in anASPATHactually refers to an RFC
2270 AS is non-trivial. RFC 2270 specifies that the ASN
used for a singly-homed AS shall be either a number pre-
viously assigned to its provider or a private ASN (64512–
65535). When private ASNs are used, the ASN is stripped
from theASPATHby the provider, so the requester might
(incorrectly) treat the provider’s IRV as authoritative. In
either case, the provider may configure its IRV to require
the requester to specify a prefix along with the ASN when
making queries. Alternatively, an IRV could use theaslo-
cator field (described in Section 4.1) to return a pointer to
the location of the proper IRV.

3.5. Authentication and Secure Communication

While IRV does not require a security infrastructure,
one is essential in countering the threats against interdo-
main routing. When necessary, the IRV must authenticate
queries to prevent unauthorized access to sensitive data
(i.e.,enforce access control over routing information). Re-
sponses must be authenticated to prevent forgery. Con-
fidentiality may also be a concern. For example, peer-

3Clearly, location information must be authenticated. One or more
location service certificates could be configured at each router for this
purpose.

4RFC 2270 notes that additional software at the provider can be used
to obviate the need for distinct ASNs across the provider’s different
singly-homed customers.

ing relationships are often closely guarded secrets. In this
case, peers may desire confidentiality to prevent exposure
of these relationships. Confidential communication may
enable new kinds of AS interaction: the parties are now
free to share changing data deemed more sensitive than
what can be advertised publicly. Of course, where the
queried information is not deemed sensitive, authentica-
tion and confidentiality are optional.

Queries and responses can be authenticated using digi-
tal signatures. This approach requires some means of dis-
tributing public keys, and may consume significant com-
putational resources [11]. Note that these costs can be
reduced by caching and later reusing frequently used re-
quests and responses. Caches need to be carefully de-
signed, as incorrect implementations may introduce vul-
nerabilities to replay attack; timeliness bounds must be es-
tablished and enforced on cached requests and responses.

The computational costs associated with digital sig-
natures can place a significant burden on the already
resource-limited routers. Unlike BGP or the IRR, the vali-
dating entity in IRV is in direct communication with a rep-
resentative of the relevant AS. Hence, we recommend that
existing security protocols (e.g.,IPsec or TLS) be used to
establish long term security associations. These associa-
tions are maintained over potentially long periods during
which many requests and responses are exchanged.

3.6. Extending IRV Queries

As described in the preceding sections, IRV provides a
clear benefit to receivers of routing information. However,
it also presents an opportunity to benefit the provider of
that information. Users (requesters) can actively supply
information to ASes about themselves through query in-
terfaces. This information can be used to identify failures,
monitor network connectivity, and improve the quality of
the advertised routes.

We extend the notion of IRV queries to include sub-
missions of routingreports. Reports are voluntary, and
may include received announcements, connectivity data,
changing policy, topology data, or any other information
relating to interdomain routing. The provider IRV will de-
cide how much and when report information is submitted.
For example, reports can be used to flag BGP misconfigu-
rations that result in bad route announcements.

Tools that permit ASes to automatically share network
health and performance data are likely to improve con-
nectivity. Hence, we expect network operators to view
bidirectional sharing of routing information as beneficial.
There is a great incentive to deploy IRV where best prac-
tices dictate information sharing. ASes that wish to profit
from reports must provide an IRV. Hence, requesters sup-
plying reports will also have the opportunity to make use
of the other services provided by IRV. This balance works



as an incentive to provide IRV support: ASes are likely to
receive preferential treatment from those ASes to which
they consistently provide routing data.

4. Implementation

IRV allows interested parties to query routing and pol-
icy information from participating ASes. For reasons de-
scribed in the preceding sections, such a system must be
simple, robust, and built on widely deployed technology.
Because HTTP easily fulfills these requirements, our pro-
totype implements IRV as a web-based service. Solu-
tions that provide security to web-based services are well
known and widely available (SSL/TLS and, to a lesser
extent, IPsec). Hence, ASes are free to implement IRV
security as is appropriate for their environment. Finally,
the administrative costs of running an IRV web server are
such that it will not serve as a deterrent to adoption. It goes
without saying that a general-purpose web server should
probably not be used because of the obvious security im-
plications of very complex software.

The traditional way of expressing routing policy, RPSL,
provides structures that describe import policies, export
policies, forwarding defaults, route preferences, route flap
dampening measures, and various other AS-specific pol-
icy declarations. While RPSL provides a starting point
for our language, we seek a way of expressing queries and
exchanging more generalized policy information. The po-
tential uses of the protocol, combined with the need for ex-
tensibility, suggest that a flexible, convenient language for
expressing routing-relevantinformation is required. For
these reasons, we chose XML[7], largely for its modular
structure and widespread deployment. We define an XML
schema[8] to express classes of data (calledsections, see
next section) supported by an IRV. All data associated
with an AS are stored in a collection of data objects con-
firming to this schema in an AS-local IRV database.

We have implemented a prototype IRV and its accompa-
nying front-end user interface. The interface allows users
to make queries through an HTML form. User-supplied
forms-data are submitted to the web-server through the
HTTP POST method. The web server passes the query
data to a CGI script that queries the IRV database. Query
results are returned as an XML document. Users specify
the categories of data to query through the HTML form.
For example, RPSL data are queried by accessing thepol-
icy section of the database.

We have chosen the XQuery[6] language to encode the
queries made to the IRV database. XQuery provides a
convenient way of retrieving data from XML documents.
The query schema is designed such that it is possible to
make multiple queries within a single request. The struc-
ture of the query response ensures that returned data are
unambiguous.

4.1. The Prototype IRV Schema

The schema supported by the IRV prototype roughly
corresponds to the taxonomy presented in Section 3.2.
This schema defines a set of independentsectionsrepre-
senting broad categories of routing information. The fol-
lowing briefly describes each section:

� Thepolicy section provides policy information as it
appears in the Internet Routing Registry (IRR). Pol-
icy is presented as sets of RPSL attributes[5]. Our
decision to use RPSL rather than XML to express
the policy is one of compatibility: current tools that
make use of policy registries require RPSL.

� The config section extends RPSL by standardizing
BGP community information. This section assigns
semantic meaning to various community values (e.g.,
as is currently done through RPSL “remarks” at-
tributes). Our implementation recognizes two com-
monly used, but nonstandard, BGP communities:
“no announce” and “prepend”. A “ no announce”
community indicates that a particular route is not
to be announced to a specific peer. A “prepend”
community indicates that a specified ASN should be
prepended to theASPATH. A field indicating the
number of times the ASN should be prepended is
supplied.

� The contactinfo section provides human-readable
text stating how the administrators of an AS can
be contacted. This information may also include
text describing procedures for reporting and tracking
problems relating to the AS.

� Theaslocatorprovides location information for the
IRV of other ASes. The current prototype maps each
ASN to the appropriate IRV through local configura-
tion. Because “location” can be defined many ways
(see Section 3.4), a “type” field is used to indicate
how the location field is interpreted. Location infor-
mation may include URLs, IP addresses, or any other
data indicating how an IRV can be contacted. In ad-
dition, aslocatormappings can be further refined by
prefix (rather than solely by ASN). This is used to re-
solve the IRV location where multiple ASes share an
ASN (according to RFC 2270).

� The bgproute and bgpreceived sections form the
structure for dynamic routing queries.bgproute in-
formation records the current route announcements
and withdrawals made by an AS.bgpreceivedinfor-
mation records the route announcements and with-
drawals recently heard from neighboring ASes. Both
record types contain BGPUPDATEmessages.bg-
proute records associate eachUPDATE message
with a set of recipient ASes.bgpreceivedrecords



associate eachUPDATEmessage with the single AS
from which it was received.

Note that our prototype schema is not intended to be fixed.
Those ASes encountering new requirements can arbitrar-
ily extend or modify any part of the schema. This ex-
tensibility allows ASes to explore new facilities and ser-
vices within the existing interdomain routing infrastruc-
ture (e.g., interdomain load balancing, traffic engineer-
ing). As it exists today, BGP does not allow this explo-
ration. We expect that the schemata used in real networks
will reflect the needs of those communities which deploy
IRV, and evolve as those needs change.

5. Examples

This section illustrates how IRV is used to mitigate in-
terdomain routing failures through four representative ex-
amples. The first two examples discuss failures resulting
from misconfiguration, and the latter two discuss failures
resulting from malicious behavior (attacks). We begin by
considering the most common failures resulting from BGP
misconfiguration (as identified by Mahajanet al. [13]).
1. Origin Misconfiguration.Origin misconfiguration oc-
curs when an AS inadvertently inserts a prefix into the
global BGP tables. Failures of this type can be clas-
sified asself-deaggregation, related-origin propagation,
andforeign-origin propagation. In self-deaggregation, an
AS announces prefixes that should have been aggregated
but were not, unnecessarily advertising more-specific pre-
fixes). Related-origin failures occur when prefixes that
should remain local are propagated. Foreign-origin propa-
gation occurs when an AS claims ownership of some pre-
fix that it does not own. These misconfigurations often
result from configuration errors, poor router synchroniza-
tion, application of incorrect route attributes, or unwar-
ranted reliance on an upstream AS filtering.

One way an AS can detect related and foreign origin
misconfigurations is by requiring proof of ownership from
the appropriate IRV. These proofs may consist of digi-
tally signed statements binding prefixes to ASes. These
statements would be issued by the appropriate prefix au-
thority (e.g.,ARIN, RIPE, or APNIC). The developers of
S-BGP have explored various architectures that provide
these proofs [11].

By design, external observers have incomplete infor-
mation of how an AS manages prefixes and routes. For
this reason, detecting and preventing self-deaggregation
is very difficult. We currently do not provide a spe-
cific mechanism that addresses these failures, but expect
that IRV supplied information stating maximal permissi-
ble deaggregation (i.e.,prefix handling policy) will aid in
detecting these failures.

2. Export Misconfiguration.Failures resulting from ex-

port misconfigurations occur when a route that violates
policy is propagated [13]. These misconfigurations can re-
sult in sub-optimal routes or violation of AS agreements.
Routing registries are designed to reduce the incidence of
errors resulting from export misconfiguration: ASes use
registries to verify thatUPDATEmessages are consistent
with the policy of the AS from which they are received.

IRV mitigates export misconfiguration by acting as an
AS-local route registry. For example, assume that an AS
receives a route that contains AS202. The receiving AS
can retrieve the RPSL policy from the IRV associated with
ASN 202 (after locating it usingaslocator interface of
some known IRV). The resulting RPSL records would be
used to validate the route information using existing veri-
fication procedures [5]. The following XQuery expression
is used to acquire the relevant policy from AS202:

for $f in $doc/framework
return

<framework> {
for $p in $f/policy
return

<policy> {
for $r in $p/rpsl
return $r

} </policy>
} </framework>

Note that it may be advantageous to delay multiple
XQuery requests sent to an IRV. A single request can
be issued once a threshold of queries has been reached.
Hence, request costs can be amortized over potentially
many queries. For similar reasons, it may be advantageous
to cache the results of queries (and serve future requests
from that cache).

3. Announcement forgery.Route announcements are po-
tentially sensitive. ASes along the propagation path of a
BGPUPDATEmessage are able to modify advertised and
withdrawn routes and their corresponding path attributes.
ASes along the path have no means of determining that
these modifications have taken place.

Announcement forgeries can be detected by obtaining
direct verification from the origin AS. For example, sup-
pose that AS301 receives an announcement for the prefix
12.244.0.0/16, which originated from AS302. AS301 ob-
tains verification by requesting all announcements associ-
ated with that prefix from AS302. This request is commu-
nicated in the following XQuery expression:

for $f in $doc/framework
return

<framework> {
for $p in $f/bgproute
return $p[update[equal(nlri,

"12.244.0.0/16")]]
} </framework>

If AS302 did not intend to send any announcements
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Figure 2. Verification of successor information
using S-BGP and IRV

for this prefix, then the response contains no records, and
AS301 can safely ignore the announcement. Otherwise,
AS302 sends a record of theUPDATEmessages that it is
currently forwarding to its neighbors. Note that this so-
lution is only secure if communication between the ASes
is authenticated (e.g.,digitally signed responses, or by au-
thenticated transport such as SSL/TLS or IPsec).

4. Forged propagation.Even if the BGP origin informa-
tion were unforgeable, a malicious AS would still be able
to alter the advertisedASPATH path. Malicious entities
may alter the path to increase or decrease the desirabil-
ity of a route, to assert control over the flow of traffic, or
simply to deny service.

Users of IRV can detect forged AS paths by seeking
confirmation from each AS along the path. A query simi-
lar to the one given in the previous example is sent to the
IRV of each AS along the path. The requesting AS ver-
ifies that the ASN of the next AS in theASPATH has a
recipient entry in the appropriatebgproute record.

Illustrated in Figure 2, IRV path verification is seman-
tically equivalent to S-BGProute attestations. However,
paths are validated as needed via direct communication
with the issuing AS, rather than from data carried in each
BGP UPDATE. Hence, not only does IRV allow the re-
cipient to decide when to perform verification, but also
ensures that an AS can achieve partial benefit from partial
adoption.

6. Discussion

It is important to consider how IRV fits in the universe
of tools used to support Internet domain routing. In partic-
ular, one must assess how IRV relates to other techniques
for interdomain policy and security services. The follow-
ing illustrates the similarities and differences between this
work and related BGP security proposals by comparing
IRV with S-BGP. A discussion of more general policy dis-

tribution is also presented here.
The central goal of S-BGP is to support the validation of

the crucial data upon which interdomain routing is based:
path properties (route information) and prefix ownership
(origin information). Route advertisements in S-BGP pro-
vide authenticating information using signatures. The AS
signature over the route contents commits the AS to the
UPDATE. The use of the signature, and indirectly the sup-
porting PKI, prevents forgery. However, the costs associ-
ated with generating, distributing, and validating signa-
tures forUPDATE messages can be prohibitively high.
IRV considers a different model in which the originating
AS commits resources to validation only where the veri-
fying AS requests confirmation. Because such interaction
is session-oriented and may represent long term associa-
tions, validation may be amortized over manyUPDATE
messages and may use low cost symmetric cryptography
(over a long-term IPsec security association or over a per-
sistent TLS session). However, such services must be pre-
pared to support a potentially large community of users.

As proposed by S-BGP, cryptographically supported
validation of prefix ownership requires the existence of
a governing body (e.g., ICANN as certificate issuer).
Where available, IRV can make use of validating block
governance by advertising ownership-proving credentials
through the query interfaces, although some infrastruc-
ture is necessary. However, existing governing bodies do
not provide such validation infrastructure, and the techni-
cal challenges to doing so indicate that deployment in the
near term is highly unlikely. This is further complicated
by incomplete knowledge of address ownership. Hence,
in the near term, flagging and investigating inconsisten-
cies, rather than validating ownership, may provide the
best means of ensuring correct origin information.

Note that while IRV cannot provide strong prefix own-
ership validation without a governing authority, it can mit-
igate route misconfiguration. Detection of a misconfig-
ured BGP speaker (UPDATEfor a prefix not belonging to
the AS) is detected during the associatedUPDATEvalida-
tion. In this case, the ownership is cross-referenced with
the data advertised at the administrative server. Of course,
where both sources are misconfigured or the AS is mali-
cious, the error would not be detected.

Routing Registries (RRs) provide access to the routing
policies of participating ASes. RR consumers alter the
routing behavior infrastructure based on the policy con-
tent. Note that such infrastructure is inherently egalitar-
ian: every user of the RR has access to the same policy
data. Uniform access is not always desirable. Peering
relationships, identity and state of routing infrastructure,
and AS connectivity are frequently considered highly sen-
sitive. As a result, ASes only provide non-sensitive policy
to their RR, reducing its usefulness.



Each AS provides is own IRV server. Hence, each AS
may exert control over what, to whom, and how policy is
distributed. For example, an AS may wish to expose more
information to ASes carrying their traffic. Other ASes
need not (and should not) be provided information about
how the routing infrastructure supports this relationship.
These facilities may open to door to new kinds of cooper-
ative behavior between BGP neighbors.

6.1. Accessing Dynamic Data

Many of our arguments in the previous sections assume
that IRV servers have access to dynamic data, and the
question of how IRV servers gain access to dynamic data
is an important one. In this section, we describe a readily
deployable architecture that achieves this goal. Adoption
of this particular approach is not required by our system,
but we believe that it will provide the necessary function-
ality.

According to our specification, IRV servers have access
to two kinds of dynamic routing information:

� Cached BGPUPDATE messagesreceived from
neighboring BGP speakers. Each message is asso-
ciated with the particular AS and BGP speaker that
most recently forwarded it.

� A set of currently validUPDATEmessages, as they
are to besentto neighboring BGP listeners, includ-
ing bothUPDATEmessages originating locally and
those to be forwarded. Each message is associated
with a set of neighboring ASes to which that mes-
sage is to be sent.

To access BGPUPDATE messagesreceived from
neighboring BGP speakers, an IRV server can simply es-
tablish I-BGP sessions with all the border routers of the
AS; this way, all BGP messages received from peer ASes
are also given to the IRV. Figure 3 illustrates this; dark
lines are I-BGP sessions propagating routing information
received from routers D, E, F, and G. The IRV is now able
to determine, from the identity of its I-BGP peer, the cor-
responding AS and foreign BGP speaker that propagated
the message to the local AS. In the event that a router (in
this case, A) has BGP sessions with more than one other
router (in this case, D and E), it may be necessary to con-
figure the E-BGP listener locally to use privatecommunity
fields or other path attributes to signal to the IRV the iden-
tity of the foreign speaker.

Clearly, malicious/compromised routers can manipulate
AS-local IRV services by arbitrarily omitting, delaying,
or modifying I-BGP messages. However, protection of an
AS from its own routers is explicitly outside the domain
of IRV. We assume that ASes will employ additional in-
frastructure to detect and disable faulty or compromised

routers. Note that any AS-centric (rather than router cen-
tric) solution must contend with these same issues.
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Figure 3. Dynamic Data acquisition by the IRV.

Maintaining current information regarding BGPUP-
DATEmessagessentto foreign ASes is more challenging.
In particular, there is no convenient way to intercept out-
bound E-BGP sessions, since they traverse a direct phys-
ical link between the E-BGP speaker and listener. For
each outbound E-BGP session, we recommend configur-
ing the corresponding border router to establish a second
outbound E-BGP session with the IRV, configured to send
the same data as the corresponding session with the re-
mote AS. The gray lines in Figure 3 reflect this. As such,
border routers that serve as BGP speakers in multiple BGP
sessions establish multiple BGP sessions with the IRV.
The IRV, then, is an E-BGP listener, configured to treat
each E-BGP session to which it is privy to as authoritative
with respect to the original outbound E-BGP session that
it mirrors.

A related issue involves the question of who issues re-
quests on behalf of an AS. It is possible for operators to
query the IRV manually or via scheduled scripts that have
no access to current routing data. However, in order to
take full advantage of the system, an AS must be able to
systematically form queries in response to receivedUP-
DATEmessages. For this purpose, we recommend estab-
lishing an IRV client system, called the Network Manage-
ment Element (NME) in Figure 1. The IRV client listens
to I-BGP messages from E-BGP listeners at the border of
the AS, and collects them for use in forming and sending
useful queries. Since the IRV server already listens to I-
BGP messages, it may make sense to collocate the IRV
client and server on the same physical machine. However,
this is not strictly necessary in order to achieve the desired
results.



6.2. System Limitations

The fundamental limitation of any supervisory system
is that it is only as good as the data in it. Since some of
the data in IRV are configuration and policy data, which
are maintained by human operators, there is always the
chance that the data in the IRV are different from the con-
figuration in the actual routers, even though the configu-
ration may be correct. Unfortunately, many operators still
configure routers by entering configuration commands at
the console prompt; this is a source of many problems,
as shown in [13]. To address this problem, a front end
needs to be developed where new configurations are de-
veloped, then atomically transferred to both the IRV and
the affected routers. Such a front end would, of course, be
useful regardless of the adoption of IRV.

Part of the reason why operators enter configurations
directly on the routers is that it is easy to do so, and
the router configurations are ultimately the authoritative
source of policy. Much of the data in the RRs is outdated,
incomplete, or incorrect; operators derive no immediate
benefit from updating the RRs, and thus fail to do so; it is
just extra work. It might be argued that the same would
hold true for IRV; why would an ISP go through the trou-
ble of maintaining two syntactically different copies of
its configuration? Would not that lead to the same diver-
gence and uselessness of data as with the IRR? The an-
swer hinges upon the distributed nature of IRV; whereas
with RRs a central authority has to be updated, the infor-
mation in IRV is created and managed by the originator of
that information, namely, the network operator, and thus it
is easier (and hence more likely) to keep the information
correct.

Even with transactional semantics for the updating of
the routers and the IRV, there will always be a short inter-
val between the actual update and when the update prop-
agates to the entire Internet (subject to policy filtering, of
course). It is thus conceivable that a query from a remote
AS could be initiated right after a change in the IRV was
committed, but before the change propagated over BGP;
the query concerns an older, and possibly just as valid,
routing state of the network. Absent a lot of operator ex-
perience, it is not clear what the proper solution to this
problem would be. The IRV could store some histori-
cal data — prior versions of its database — and be able
to furnish them on demand, but this adds complexity to
the protocol. On the positive side, the IRV itself could
keep track of how frequently it gets requests or reports
that point to inconsistencies, and deduce potential BGP
propagation problems.

Another consideration that may delay the initial deploy-
ment of IRV is the so-called “network effect”: the useful-
ness of a particular piece of technology being proportional
to the number of people actually using it. Arguably, an

operator deploying IRV in their own network does not ini-
tially gain much; a single IRV server running by itself is
not very useful. Still, it can be used by just the AS deploy-
ing it in the following fashion: the ISP sets up multihop
BGP sessions with routers of other ISPs, and uses the in-
formation thus gathered to perform sanity checks on itself.
Whether this has any advantages over alternate ways of
accomplishing the same goal is left for future work. Once
more than just one AS start deploying IRV and using it,
they can check each other’s configurations. Again, there
are a great many unknowns, such as deployment cost and
value of the benefits to make a reasonable approximation
of where the break-even point is.

7. Conclusions

BGP is the dominant protocol for interdomain routing,
but current implementations of BGP provide little secu-
rity. Emerging standards attempt to address this limitation
by augmenting the existing protocol with security infras-
tructure. Such infrastructure frequently assumes universal
deployment (within a vast collection of heterogeneous and
often embedded software), requires significant computa-
tional resources, or provides limited ability to communi-
cate policy. Exploitation of weaknesses within the present
interdomain routing infrastructure could result in signifi-
cant costs, financial or otherwise, to networks relying on
external connectivity.

We have introduced the Interdomain Routing Valida-
tion (IRV) system. Used in conjunction with BGP, IRV
provides interfaces through which BGP data can be vali-
dated and additional routing information can be acquired.
Participating ASes designate an IRV that processes re-
quests received from remote users. The requests consist of
queries used to implement features not currently present
in BGP. For example, an AS can validate anUPDATE
message by querying the originating AS. Network secu-
rity protocols are used to ensure the integrity, authenticity,
and timeliness of the queries and responses.

Ultimately, the value of IRV is determined by its effec-
tiveness in increasing an AS’s ability to correctly obtain
and manage interdomain routing information. Providing
a common interface is a key means by which we achieve
this goal. IRV is a receiver-driven architecture, providing
the users of routing announcements with a role in obtain-
ing the information they need to function correctly. The
ability of IRV speakers to tailor responses to the requester
affords greater control over how and to whom route in-
formation is shared. The ability for requesters to share
information about received announcements with origina-
tors of those announcements provides originators with a
degree of introspection by demonstrating how their an-
nouncements appear to the world.

The routing facilities supported by a AS are specific to



its administration. Hence, we view services such as IRV as
a necessary and natural progression of interdomain rout-
ing. Each AS should provide data and interfaces tailored
to its operational needs. Services such as IRV allow fu-
ture enhancements to be quickly implemented, tested, and
deployed within the interested communities.

The importance of incremental deployability to a sys-
tem providing BGP security cannot be understated. Any
new BGP feature is unlikely to receive quick or universal
deployment. Hence, any solution should be of demonstra-
ble value in the presence of partial adoption. This is true of
IRV: the security and accuracy of the interdomain routing
information is increased precisely within the community
in which it is deployed.

The number and frequency of clients requesting infor-
mation from the administrative server will be determined
by the extent to which IRV is adopted throughout the In-
ternet. In future work, we plan to systematically character-
ize and evaluate this cost. Such information will be used to
design highly-scalable server implementations. We have
yet to fully explore the potential uses of IRV. Other future
plans we have include the extension of IRV schemata to
other services, such as quality of service, load balancing,
and congestion control. Centrally, this work will seek to
use the IRV to communicate service-specific requirements
between ASes, and ultimately influence interdomain rout-
ing.
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